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Objective: To define the basic concepts of "threat," "attack," and "vulnerability"; to classify the primary types of threats based on their goal (interruption, interception, etc.); and to provide practical examples of threats against the core security components: availability, integrity, and confidentiality.
Main questions:
1. Basic concepts (threat, attack, attacker, vulnerability, danger window).
2. Types of threats (interruption, interception, modification, counterfeiting).
3. Classification of threats.
4. Examples of key threats (to accessibility, integrity, and confidentiality).
Brief content: This lecture transitions from what information security is to why it is necessary. It establishes the critical terminology used to discuss risks. A "threat" is defined as a potential opportunity to violate security, while an "attack" is the active attempt to implement that threat. The success of an attack depends on a "vulnerability," which is a weakness in the system's protection (such as a software error or poor configuration). The lecture also introduces the "danger window," the crucial time interval between a vulnerability's discovery and when it is finally patched, explaining why systems are in a constant state of risk.
The lecture then presents a formal classification for types of attacks based on their result, directly linking them to the security components from Lecture 1: Interruption (an attack on Availability), Interception (an attack on Confidentiality), Modification (an attack on Integrity), and Counterfeiting (an attack on Authenticity).
Finally, it provides practical examples of threats, emphasizing that they come from diverse sources. The most frequent and dangerous threats are often not malicious hackers but unintentional errors by internal staff. Other threats include deliberate acts from "offended" employees (insiders with access), infrastructure failures (power outages), and non-technical attacks like social engineering ("masquerade") or the simple theft of unprotected backup tapes.
Definitions and Explanations:
Basic Concepts:
Threat: A potential opportunity to violate information security in a certain way.
Attack: An attempt to implement a threat.
Attacker: The one who makes such an attempt (a potential source of a threat).
Vulnerability: A weakness in the protection of an information system that a threat can exploit (e.g., software errors, the ability of unauthorized persons to access critical equipment).
Danger Window: The time interval from the moment when it becomes possible to use a vulnerability (e.g., a tool is released) to the moment when that vulnerability is closed (e.g., a patch is applied). This window exists because patches must be created, released, and installed.
Types of Threats (Attacks): This classification focuses on the result of the attack.
Interruption: An attack on Availability. System components fail, become inaccessible, or unusable. Example: A Denial of Service (DoS) attack, or an attacker physically cutting a network cable.
Interception: An attack on Confidentiality. An unauthorized party (a person, program, etc.) gains access to system components. Example: Intercepting messages transmitted over a network (eavesdropping) or illegally copying files.
Modification: An attack on Integrity. An unauthorized party not only gains access to but also interferes with or tampers with system components. Example: Replacing values in a data file, changing a program's code, or altering the content of messages on a network.
Counterfeiting (Fabrication): An attack on Authenticity. An unauthorized party places fake or fraudulent objects into the system. Example: Placing fake messages on a network to impersonate a valid user, or adding unauthorized entries to a file.
Threat Classification Criteria: Threats can be categorized in several ways:
By aspect of information security: Whether the threat primarily targets Availability, Integrity, or Confidentiality.
By the components of information systems: Whether the threat targets data, programs, hardware, or supporting infrastructure.
By the method of implementation: Whether the actions are accidental or deliberate, or from a natural or technogenic (man-made) source.
By location of the source: Whether the threat originates from inside or outside the information system.
Examples of Key Threats:

Key Accessibility Threats:
Unintentional Errors: The most frequent and often most dangerous (in terms of damage) threats come from the unintentional errors of regular users, operators, and system administrators.
Infrastructure Failure: Disruption of supporting systems like communication lines, power supply, water, or air conditioning; destruction of the premises.
Internal Failure: The system deviating from its established operating rules due to accidental or deliberate actions (e.g., exceeding the estimated number of requests), software/hardware failures, or data corruption.
"Offended" Employees: Current or former employees seeking to harm the organization. Examples: Damaging equipment, deleting data, or planting a "logic bomb" (malicious code set to execute at a later time).

Key Integrity Threats:
Static Integrity: An attacker (often an authorized employee) enters incorrect data or changes existing data to be inaccurate.
Program Integrity: The injection of malicious software (malware) is a prime example of violating program integrity.
Dynamic Integrity: Violation of the correct sequence of operations. Examples: Violation of transaction atomicity, reordering data packets, theft or duplication of messages, or insertion of additional messages (known as "active listening").

Key Confidentiality Threats:
Non-Technical / Physical: Storing passwords on paper or in notebooks left on a desk; losing a laptop or backup drive.
Data Interception: Transferring confidential data in an open (unencrypted) form, allowing it to be intercepted in a conversation, in a letter, or over a network.
Unprotected Backups: Implementing strong access control on the main system but leaving backup media (tapes, drives) in unsecured cabinets accessible to many.
Moral and Psychological (Social Engineering): Using deception to gain access. The primary example is a masquerade, where an attacker performs actions under the guise of a person with the authority to access the data.
 Practical Relevance and Key Takeaways:
This lecture defines the "enemy" in information security. The key takeaways are that threats are diverse, constant, and purposeful.
Threats are Diverse: The "attacker" is not always a malicious external hacker. The most frequent threat is the unintentional error from an authorized user. An "offended" internal employee can be far more dangerous than an external attacker, as they already have access. Threats can also be non-human, such as a power failure or fire.
Vulnerabilities are Constant: The "danger window" concept is crucial. It explains why security is an ongoing process, not a one-time product. New vulnerabilities are always being found, and a patch is not useful until it is applied. Security is the management of this constant, unavoidable risk.
Attacks Have Specific Goals: The classification of attacks (Interruption, Interception, etc.) links directly back to the CIA Triad from Lecture 1. An attacker's actions are purposeful, aiming to violate a specific component:
Interruption violates Availability.
Interception violates Confidentiality.
Modification violates Integrity.

Countermeasure Strategies: Linking Controls to Threats

Countering "Interruption" (Attacks on Availability):

Hardware Controls: This is the primary defense. UPS and duplicated power supplies directly counter power failures. Redundant processors and mirrored hard drives (RAID) counter equipment failures.
Organizational Controls: Disaster recovery plans and fire/water detection are organizational measures to recover from physical interruptions like fires or natural disasters.
Countering "Interception" (Attacks on Confidentiality):
Hardware Controls: Shielding and filtering for electromagnetic radiation (PEMI) are designed to prevent technical eavesdropping.

Software Controls: Cryptographic tools are the main defense, making intercepted data unreadable. User identification, authentication, and access controls prevent unauthorized parties from accessing the data in the first place.
Organizational Controls: Physical access controls (locks, alarms) and careful personnel selection prevent unauthorized individuals from gaining physical access to equipment or backup media.
Countering "Modification" (Attacks on Integrity):
Software Controls: Antivirus software prevents malware from modifying files. Logging and audit tools create a record of who changed what, ensuring accountability. Access controls limit who has the permission to modify data.
Hardware Controls: Backup systems and mirrored drives ensure that if data is corrupted or modified, a clean copy exists for restoration.
Countering "Counterfeiting" (Attacks on Authenticity):
Software Controls: User identification and authentication systems are the main defense, ensuring that a user is who they claim to be before they can introduce (counterfeit) data into the system. Cryptographic tools (like digital signatures, discussed later) are also used to verify the origin of data.


Control questions:
1) What is meant by a threat?
2) What is the difference between a threat and an attack?
3) Give examples of intruders.
4) What is called a danger window?
5) Is it possible to completely eliminate the danger window in the information system?
6) List the types of threats. What aspect of information security are they aimed at?
7) Give an example of random and deliberate threats.
8) Give an example of accessibility threats.
9) Give an example of privacy threats.
10) Give an example of integrity threats.
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